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Abstract
Type II optical parametric oscillators are amongst the highest-quality sources of quantum-correlated
light. In particular, when pumped above threshold, such devices generate a pair of bright
orthogonally-polarized beamswith strong continuous-variable entanglement. However, these
sources are of limited practical use, because the entangled beams emergewith different frequencies
and a diffusing phase difference. It has been proven that the use of an internal wave-plate coupling the
modeswith orthogonal polarization is capable of locking the frequencies of the emerging beams to
half the pump frequency, as well as reducing the phase-difference diffusion, at the expense of reducing
the entanglement levels. In this workwe characterize theoretically an alternative lockingmechanism:
the injection of a laser at half the pump frequency. Apart frombeing less invasive, thismethod should
allow for an easier real-time experimental control.We show that such an injection is capable of
generating the desired phase locking between the emerging beams, while still allowing for large levels
of entanglement.Moreover, we find an additional region of the parameter space (at relatively large
injections)where amodewithwell defined polarization is in a highly amplitude-squeezed state.

1. Introduction

Optical parametric oscillators (OPOs) are optical cavities containing a crystal with second order nonlinearity.
When pumpedwith a laser at frequency 2 0w , these are able to generate beams at frequecies sw (signal) and iw
(idler) such that 2s i 0w w w+ = , through the nonlinear process known as parametric down conversion [1, 2].
Classically, the generation of the down-converted field requires the nonlinear gain to compensate for the cavity
losses, whatmeans that theOPOhas to be pumped above a certain threshold power in order for signal and idler
to start oscillating inside the cavity [1, 2]. Quantummechanically, on the other hand, down-converted pairs are
generated even below the classical threshold, what confers the signal and idlerfields with very interesting
quantum correlations [3].

In particular, type IOPOs, in which both signal and idler are linearly polarized along the same direction,
hold the record for quadrature noise reduction or single-mode squeezing (97%below vacuum fluctuations in
[4], see also [5–9] for previous experiments achievingmore than 90%of noise reduction); this ismanifested in
themode at the degenerate frequency s i 0w w w= = , but squeezing is large only whenworking close to
threshold [10]. As for the applications of this quantum-correlated light source, on one hand, squeezed light is a
basic resource in the field of high-precissionmeasurements, helping overcome the standard quantum limit
imposed by vacuum fluctuations [11–14]. On the other hand,mixing the output of two single-mode squeezers
on a beam splitter, one can obtain a pair of entangled beams (in the continuous-variable, Einstein–Podolsky–
Rosen sense [15]), whatmakes these devices a basic resource also for continuous-variable quantum information
protocols [16–18]; however, thismethod for the generation of entanglement requires the nonlinear cavities to be
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precisely locked to generate indistinguishable down-converted fields whose squeezing occurs in two orthogonal
quadratures, which introduces one level of complexity.

Ofmore interest for our current work are type IIOPOs, that is, OPOs inwhich signal and idler have
orthogonal polarizations (one following the extraordinary crystal axis, and the other one the ordinary), making
the down conversion intrinsically nondegenerate [1, 2]. Just as the degenerateOPO, there is an observable which
shows large squeezing levels only close to threshold, which in this case corresponds to the sumof the phases of
signal and idler; in other words, close to threshold, type IIOPOs show signal-idler phase anticorrelations beyond
the standard quantum limit [19–21]. But nondegenerateOPOs have onemore interesting property: they are
invariant under changes of the signal-idler phase difference, whatmeans that quantumnoise is able to act on this
variable without bounds,making it diffuse and eventually completely undetermined (in the quantum
mechanical sense) [2, 19, 22–25]. But, invoking now theHeisenberg principle, a completely undetermined phase
difference between signal and idler allows for complete noise reduction in their intensisty difference (its
canonically conjugate variable); indeed, signal and idler become twin beams above threshold, that is, their
amplitudes are perfectly correlated [22, 26, 27]. Hence, nondegenerate OPOs show (ideally) perfect amplitude
correlations at any pumping level above threshold, and large phase anti-correlations close to threshold, which
means that close to this point they should be in a high-quality continuous-variable entangled state [2, 20, 21, 23].
From a quantumoptics perspective, thismeans that below thresholdOPOs should emit a two-mode squeezed
vacuum state, while above thresholdOPOswould emit a displaced one (a ‘bright’EPR state).

However, there are two issues thatmake above-threshold type IIOPOs not practical as EPR sources,
specially from a detection point of view. First, the phase-matching conditions ensuring that it is the frequency
degenerate process the onewith larger gain (lowest threshold) are quite critical, and hence, signal and idler will
have different frequencies in general; for example, in the case of [28], where the authors are able tomake the
frequency difference between signal and idler as small as 150 kHz for a cavity with 8 GHz free spectral range and
6MHz linewidth, variations of the cavity length on the order of the nanometer canmake the oscillation
frequencies jump to frequencies separated by several times the free spectral range (mode hopping); second, the
signal-idler phase difference is chosen at random at any realization and diffuses with time (rather fast close to
threshold), making it virtually impossible to capture the squeezed quadratures in a balanced homodyne
detection scheme.Hence, additional signal-idler phase locking techniques are required.

The pioneering example of such locking techniqueswas introduced in [29–31]. Their idea consisted in
embedding in the cavity a 4l platewith its fast axismisalignedwith respect to the extraordinary axis of the
nonlinear crystal. The plate introduces a coupling between the signal and idlermodeswhich breaks the phase
invariance of theOPO, and it was then shown in [29] that in a given region of the parameter space (in particular
of the detunings) the frequencies of signal and idler get locked to ;0w this OPO is known as the self-phase-locked
OPO, andwas already demonstrated experimentally in [31]. Note that, asmentioned, this self-locking effect is
accomplished by breaking the phase symmetry of theOPO, and hence, one should expect a degradation of the
signal-idler intensity correlations, or, equivalently, of the noncritical squeezing induced by spontaneous
polarization symmetry breaking described in [32]. For example, in [31] the intensity-difference fluctuations
showed 89%quantumnoise reduction prior to the introduction of the plate, while after obtaining frequency
degeneracy through the self-phase-lockingmechanism this value fell down to amore humble 65%.

In the present article we study an alternative lockingmechanismwhich consists in the injection of a laser
signal at frequency degeneracy 0w , what is less invasive andmore controllable at real time than the introduction
of a 4l wave plate; wewill call actively-phase-lockedOPO to suchOPOconfiguration.We showhow locking of
the signal and idler frequencies to the subharmonic 0w can be achieved, while still obtaining large entanglement
levels. This locking technique is reminiscent of our previous work in frequency-degenerate type IOPOs tuned to
thefirst family of transversemodes [2, 24, 25, 33–35], inwhichwe proposed injecting a TEM10mode at the
subharmonic to lock the phase difference between the down-convertedmodes with opposite orbital angular
momentum [34].

The article is organized as follows. In the next sectionwe introduce ourOPOmodel, providing the set of
stochastic equationswithin the positive P representationwhichwill allowus to study both its classical and
quantumdynamics in detail. Particularizing to a configuration thatwewill denote by ‘symmetric’, next wefind
the classical phase diagramof the system analytically, showing the regimeswhere frequency locking is expected
to appear. Still within this symmetric configuration, we then provide analytical expressions for the quantum
correlations of the system, putting special emphasis on the level of signal-idler entanglement at the locking
points. In the section before the conclusions, wemove out of the symmetric configuration, which is quite
challenging to achieve in real experiments, and perform a numerical study that proves all the analytic
conclusions of the symmetric case to hold also in this case.
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2.Model for the actively-phase-lockedOPO

Weconsider an optical cavitywith a thin 2c( ) nonlinear crystal at its center (z= 0), where the electric field
operator at the relevant frequencies can be approximately written as [2]

t E aE r , i e e H.c.. 1j j j
r w

j
tij j

2 2^ ^e= +w
^

- -( ) ( )/

The index j takes the values ‘p’, ‘s’ and ‘i’ for pump, signal, and idler, respectively 2s i 0 pw w w w= = =( )/ . The

single-photon field amplitudes are E n L wj j j j j0
2�w pe= for a ring cavity, where nj, Lj,wj, and je are,

respectively, crystal’s refractive index, optical cavity length, transverse spot size at the cavitywaist, and
polarization of the correspondingmode. For a Fabry–Perot cavity the single-photon field amplitudes have an
extra 2 factor. x yr ,=^ ( ) is the transverse coordinate vector, with r r= ^∣ ∣ , andwe have assumed there are
TEM00 transversemodes resonating at the three relevant frequencies, giving rise to the simple Gaussian
transverse profile of the expression.Wework in a picture rotating at frequency 2 0w for the pump, and 0w for
signal and idler. The annihilation (ajˆ ) and creation (ajˆ†) operators satisfy canonical commutation

relations a a,j l jld=[ ˆ ˆ ]† .
The resonance scheme and polarization of thefields are sketched infigure 1: the pump is polarized along the

ordinary axis of the crystal and resonates at frequency 2 0w , while, by convention, signal and idler are polarized
within the ordinary and extraordinary axis, respectively, and resonate at frequencies 0 s,iw d+ , with s,id∣ ∣ smaller
or on the order of their cavity linewidth s ig g= , taken equal for signal and idler for simplicity. Apart from
pumping the cavity with a laser at frequency 2 0w with ordinary polarization, we inject an external laser field (in
phasewith the pumpdrive) at the degenerate frequency 0w with polarization e ee cos e sin0

i
o 0

i
e 0

0 0e j j= +q q- ,
where eo and ee are unit vectors following, respectively, the ordinary and extraordinary axes of the crystal.
Including cavity losses through the usual Lindblad terms, themaster equation governing the evolution of the
state of the system reads [2, 36, 37]

t
H a a a a a a

d

d

1

i
, 2 , 2

j
j j j j j j j

p,s,i� år
r g r r r= + - -

=

ˆ [ ˆ ˆ ] ( ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ) ( )† † †

in the aforementioned rotating picture where theHamiltonian can bewritten as H H H H0 PDC inj= + +ˆ ˆ ˆ ˆ , with

H a a a a a, 30 s s s i i i� �d d= +ˆ ˆ ˆ ˆ ˆ ( )† †

H a a a a a a bi , 3PDC p s i p s i�c= -ˆ ( ˆ ˆ ˆ ˆ ˆ ˆ ) ( )† † †

H a a ci . 3
j

j j j jinj
p,s,i

*� � �å= -
=

ˆ ( ˆ ˆ ) ( )†

In this expression, the down-conversion rateχ is proportional to the crystal’s nonlinear susceptibility, and the
damping rates are related to the (intensity) transmisivities of themirror at the corresponding frequency, j, , by

c L4j j j,g » for Fabry–Perot cavities and c L2j j j,g » for ring cavities. In addition, the injection parameters
can be approximately written in terms of the power Pj of the injected lasers at frequencies 2 0w and 0w as

Pp p 2 00 �� g w= w , P2 e coss s 0
i

00
0�� g w j= w
q- , and P2 e sini s 0

i
00

0�� g w j= w
q , wherewe have taken the

phase of the driving lasers as a reference.

Figure 1.Resonance scheme of the type IIOPO considered in this work. The birefringence of the crystal breaks the degeneracy
between themodes with ordinary and extraordinary polarization, which experience different refractive indices (here, for definiteness,
we assume larger index along the extraordinary axis, the so-called positive uniaxial crystals [1]).We show the pump resonance at
frequency 2 0w , and three resonances around the subharmonic 0w , two ofwhich overlap at that frequency and correspond to the signal
and idler down-convertedmodes.
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In order to get analytical insight, and following previousworks [24, 25, 34, 35], wemap thismaster equation
into a set of stochastic Langevin equations by using the positive P phase-space representation [38]. This is a
procedure bywhich an independent complex stochastic variable is associated to each bosonic operator, that is,

,j j j p,s,ia a+
={ } to a a, .j j j p,s,i={ ˆ ˆ }† Quantum expectation values of any operator are then obtained as stochastic

averages by replacing the bosonic operators by their corresponding stochastic variable in the normally-ordered
version of the operator. In contrast to phase-spacemethods (such as theWigner representation) that do not
require enlarging the phase space of the bosonicmodes, the positive P representation allows for an exact
mapping between themaster equation and a set of stochastic equations with aminimal extension of the phase
space (it only doubles it). In particular, it is not difficult to show [2] that the stochastic Langevin equations
associatedwith themaster equation (2) read (the overdot denotes derivative with respect to time)

a, 4p p p p s i�a g a ca a= - -˙ ( )
b, 4p p p p s i�a g a ca a= - -+ + + +˙ ( )

t ci , 4s s s s s p i p�a g d a ca a ca x= - + + ++˙ ( ) ( ) ( )

t di , 4s s s s s p i p�a g d a ca a ca x= - - + ++ + + + +˙ ( ) ( ) ( )
t ei , 4i i s i i p s p *�a g d a ca a ca x= - + + ++˙ ( ) ( ) ( )

t fi , 4i i s i i p s p *�a g d a ca a ca x= - - + ++ + + + +˙ ( ) ( ) ( )

wherewe have defined independent complexGaussian noises tx ( ) and tx+( ) , with zeromean, and only non-
zero two-time correlators

t t t t t t . 5* *x x x x dá ¢ ñ = á ¢ ñ = - ¢+ +( ) ( ) ( ) ( ) ( ) ( )
In order to reduce the number of parameters of the problem,we nowmake some variable changes; in

particular, we redefine time as tst g= , the coherent amplitudes as

, exp i 6p
s

p s,i
s p

s,i 0b
c
g
a b

c
g g

a q= = o( ) ( )

and the noises as

t t
e

,
e

, 7
i

s

i

s

0 0

h t
g

x h t
g

x= =
q q

+
-

+( ) ( ) ( ) ( ) ( )

which satisfy the statistical properties (5), but nowwith respect to the dimensionless time τ. In terms of these
new variables, the Langevin equations read

a, 8p p s ib k s b b b= - -˙ ( ) ( )

b, 8p p s ib k s b b b= - -+ + + +˙ ( ) ( )

g c1 i , 8s s s s p i pb e b b b b h t= - + D + ++˙ ( ) ( ) ( )

g d1 i , 8s s s s p i pb e b b b b h t= - - D + ++ + + + +˙ ( ) ( ) ( )

g e1 i , 8i i i i p s p *b e b b b b h t= - + D + ++˙ ( ) ( ) ( )

g f1 i , 8i i i i p s p *b e b b b b h t= - - D + ++ + + +˙ ( ) ( ) ( )

wherewe have defined the parameters

g
g, , , , . 9j

jp

s

p

s p s
s,i

s
s,i

s p

�
�k

g
g

s
c
g g

d
g

e
g

c
g g

= = D = = =∣ ∣ ( )

Note that this Langevin system is independent of 0q , and hence, the physics is only sensitive to the parameter 0j
of the injection’s polarization.

In order to get some analytic insight, in the rest of the article (with the exception of the last section)we are
going to simplify the problem towhat wewill call symmetric configuration of the actively-phase-lockedOPO:we
assume the detunings to be opposite, that is, 0s iD = -D = D > , and inject with 40j p= (arbitrary
polarization ellipse along the 45o n axis), so that signal and idler get equally pumped, s i (e e= º .
Furthermore, we consider the 1k � limit inwhich the pump can be adiabatically eliminated ( 0p pb b= =+˙ ˙ in
the previous equations). Taking all these considerations into account, we can reduce ourmodel equation (8) to

g a1 i , 10s s p i p(b b b b b h t= - + D + ++˙ ( ) ˜ ˜ ( ) ( )
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g b1 i , 10s s p i p(b b b b b h t= - - D + ++ + + + +˙ ( ) ˜ ˜ ( ) ( )

g c1 i , 10i i p s p *(b b b b b h t= - - D + ++˙ ( ) ˜ ˜ ( ) ( )

g d1 i , 10i i p s p *(b b b b b h t= - + D + ++ + + + +˙ ( ) ˜ ˜ ( ) ( )

with p s ib s b b= -˜ and .p s ib s b b= -+ + +˜
These are the final equations thatwillmodel quantummechanically our system in the remaining of the

paper. In this workwe are interested in the quantumproperties of the down-converted field. In particular,
defining a polarizationmode

e ee e 2 , 11i
e

i
o0 0e = +q

q q q q- - -[ ] ( )( ) ( )

wherewe include in the definition the phase 0q of the injection beam for later convenience, with associated
annihilation operator

a a ae e 2 , 12i
s

i
i0 0= +q

q q q q- - -ˆ [ ˆ ˆ ] ( )( ) ( )

wewill be interested in the noise spectrum associated to one of its quadratures

X a ae e , 13i i= +q
y y

q
y

q
-ˆ ˆ ˆ ( )†

which can be obtained as [2]

V X
g

x x; 1
2

lim d e , 14out
2

iò t d t d t tW = + ¢á + ¢ ñq
y

t
q
y

q
y t

l¥ -¥

+¥
- W ¢( ˆ ) ( ) ( ) ( )

whereΩ is the so-called noise frequency (normalized to sg ), and x e ei ib b= +q
y y

q
y

q
- + is the stochastic variable

accounting for the quadrature associated to the normalized stochastic amplitudes

ae e 2 , 15i
s

i
ib b b= +q

q q-( ) ( )
be e 2 . 15i

s
i

ib b b= +q
q q+ + - +( ) ( )

Wehave also introduced the notation x x xd = - á ñq
y

q
y

q
y . This noise spectrum is the quantity usuallymeasured

in a homodyne detection of thefield coming out of the cavitywhen the local oscillatormatches the spatio-
temporal profile of the down-converted field, and has polarization eq and phaseψ relative to the pump.
Quantumcorrelations aremanifest wheneverV X ; 1W <q

y( ˆ ) for some value of the parameters, inwhich case we

say that quadrature Xq
yˆ is squeezed at noise frequencyΩ. Let usfinally remark that in the followingwewill use

the common short-hand notations

Y X X X Y Y, , 16
2 0 0

= = =q
y

q
y p

q q
y

q q
y+ = =ˆ ˆ ˆ ˆ ˆ ˆ ( )

and similarly for the normalized stochastic quadratures

y x x x y y, , . 172 0 0= = =q
y

q
y p

q q
y

q q
y+ = = ( )

3. Classical behavior: frequency locking

Let usfirst analyze the classical behavior of the system,whichwill allow us to see the regions of the parameter
spacewhere the signal and idler oscillation frequencies get locked. The classical limit can be retrieved bymaking
a coherent-state ansatz for allfields, whose amplitude plays the role of the (normalized) amplitude of the classical
electromagnetic fields.Within the positive P representation, this is equivalent to replacing the ‘plus’ amplitudes
by the corresponding complex-conjugate ones and setting the noises to zero, leading to

a1 i , 18s s s i i*(b b s b b b= - + D + -˙ ( ) ( ) ( )

b1 i . 18i i s i s*(b b s b b b= - - D + -˙ ( ) ( ) ( )

From the expression in equation (1), it is clear that oscillation frequency of the classicalfields will be locked to the
injection frequency 0w whenever this nonlinear systemhas a stationary solution.On the other hand, the
symmetry ,s i i s* *b b b bl l{ }of these equations suggests looking for stationary solutions of the type

I exp i . 19s i
*b b j= =¯ ¯ ( ) ( )

In the remaining of this sectionwe study the conditions underwhich this type of solutions exist and are stable.
First, it is straightforward to show from (18) that the intensity I of this symmetric solution satisfies the third

order polynomial
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I I1 , 202 2( s= + - + D[( ) ] ( )

with its phasejuniquely determined from I as Iarg 1 ij s= + - - D{ }. Depending on the parameters, this
polynomial can have one or three positive definite solutions (see figure 2); by solving the equation I 0(¶ ¶ = , it
is simple to show that the turning points I± have the expression

I
2

3
1

1

3
1 3 212 2s s= - o - - Do ( ) ( ) ( )

and hence, they exist only for 1 3s > + D. For 1 3-s + D the solution is therefore single valued.
In order to analyze the stability of this symmetric solution, wewill change to a newpolarization basis

and , 22b d 2e e e e= =j j p- ( )

where be corresponds to the polarizationmode excited by the symmetric solution (19) and de to its orthogonal,
that is, towhatwewill call the bright and darkmodes of the system, aswe did in previous works [2, 24, 25, 32–35].
In terms of the signal and idlermodes, the corresponding normalized amplitudes are given by

e e 2b
i

s
i

ib b b= +j j-( ) and i e e 2d
i

s
i

ib b b= -j j-( ) , and satisfy the evolution equations

Figure 2.Bifurcation diagramsof the system.The value 0.6D = is chosen for all thefigures (the samebehavior is found for any other
choice), whilewe setσ to 0.5 in (a), 1.98 in (b), 2.09 in (c), and2.8 in (d). The black lines correspond to the intensity Iof the stationary
symmetric solution (19), their solid ordashed charactermeaning that this solution is stable orunstable, respectively. As explained in the
text, for 1s > it is possible tofindperiodic solutions connecting the 0( = axiswith the stationary branch (at theHopf bifurcation,
marked asHB, for 1 2s < + D or the upper turning point otherwise).Wehave checkednumerically that these periodic orbits exist, and
moreover they are ‘symmetric’, that is, s i*b t b t=( ) ( ). The gray circles correspond in this case to themeanvalue of s

2b t∣ ( ) ∣ (half the
sumbetween itsmaximumand itsminimumofoscillation).On the other hand, for relatively large injections there is always a Pitchfork
bifurcation inwhich the symmetric stationary solutionbecomes unstable in favorof another stationary but asymmetric solution. The
insets showsimply a zoomof themainfigures at low injections.
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a2 cos
2 2

, 23b b d
b
2

d
2

b*(b j b b s
b b

b= - - D + - -
⎛
⎝⎜

⎞
⎠⎟

˙ ( )

b2 sin
2 2

. 23d d b
b
2

d
2

d*(b j b b s
b b

b= - + D + - -
⎛
⎝⎜

⎞
⎠⎟

˙ ( )

In this new basis the symmetric solution (19) I exp is,ib j= o¯ ( ) simply reads I2 ,bb ={ ¯ 0db =¯ }and its
associated stabilitymatrix is

I I
I I

I
I

1 2 0
1 2 0

0 1
0 1

. 24$

s
s

s
s

=

- - - -D
- - - -D
D - -

D - -

⎡

⎣

⎢⎢⎢

⎤

⎦

⎥⎥⎥ ( )

The characteristic polynomial of this stabilitymatrix can be factorized into two second-order polynomials,
namely P I1I

2 2 2l l s= + + + D -( ) ( ) and P I I1 2II
2 2 2l l s= + - + + D -( ) ( ) . The bifurcation

diagrams for the different parameter regions are shown infigure 2; nowwe discuss them in length.
Let us start by studying the instabilities predicted by the first polynomial, whose roots are given by

I1 . 25I 2 2l s= - + o - Do ( ) ( )
The condition Re 0Il =o{ } can only be satisfied for

I I1 . 262 2
PBs= + + D º( ) ( )

The fact that the instability appears without imaginary part in Ilo, and it is located in the upper branch of the
S-shaped curve (I IPB > + for any value of the parameters), signals that it corresponds to a pitchfork or static
bifurcationwhere an asymmetric stationary solutionwith s ib b¹∣ ¯ ∣ ∣ ¯ ∣borns (aswe have checked numerically).
This bifurcation is similar to the one introduced in [34], wherewe studied the effects of a signal injection in the
two-transverse-modeDOPO, and can be understood as a switching on of the darkmode.However, note that in
this case the fluctuations of the bright and darkmodes are not decoupled below threshold, see the linear stability
matrix (24), what physicallymeans that the quantumproperties of the darkmode at the bifurcationwill be
different from those of the darkmode in [34], and hence no perfect squeezing is likely to be found, aswe show
later.

As for the second polynomial, its roots are given by

I I1 2 . 27II 2 2l s= - - o - Do ( )
Note that 0IIl =o for I I= o, that is, the turning points of the S-shaped curve correspond to bifurcation points,
asmust be. It is then simple to check (for example numerically) that thewholemiddle branch connecting this
instability points is unstable, a characteristic trade of intensity-bistable systems (see figures 2(c), (d)).

But IIlo has yet onemore instability when

I I
1

2
, 28HB

s
=

-
º ( )

provided 1 1 2s< < + D. At this instability the eigenvalues become purely imaginary, in particular,
iII

HBl w= oo with 1 4HB
2 2w s= D - -( ) , and hence it corresponds to aHopf bifurcation. It is simple to

check that IHB is always below IPB and I ;- in particular, it is born at I=0 for 1s = , and climbs the I(– curve as
σ increases until it dies at I I= - for 1 2s = + D (see figures 2(b)–(d)). The portion of the curvewith I IHB< is
unstable, and no stationary solutions can be found there, as the stable states correspond in this case to periodic
orbits (as we have checked numerically, seefigures 2(b)–(d)). This is also quite intuitive because, when no
injection is present ( 0( = ), we know that the stable states of theOPOabove threshold are the ones with the
signal and idler beams oscillating at the nondegenerate frequencies 0 sw go which in the picturewe are working
onmeans exp isb t tµ - D( ) ( ) and exp iib t tµ D( ) ( ).

This analysis proves that there exist regions in the parameter space where the frequencies of the signal and
idler beams are locked to the degenerate one, and hence active locking can be a good alternative to the self-
locking technique already proposed for type IIOPOs [29–31].

4.Quantumproperties

As explained in the introduction, in the absence of subharmonic injection ( 0( = ), it is well known that there is
perfect entanglement between the signal and idlermodes for 1s = within the linearized description; above this
threshold, the entanglement level is degraded (although perfect amplitude correlations persist), and the signal
and idlerfields start oscillating at different frequencies. Ourmain intentionwith the injectionwas to lock these
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frequencies to the degenerate one, 0w , which should contribute tomake the observation and use of their
entanglement simpler, sincewewill show the entanglement to be equivalent to squeezing in a couple ofmodes
withwell defined frequency and orthogonal polarization.We expect the presence of the injection to degrade the
entanglement level, since it breaks the phase invariance of theOPO, and in this sectionwe are going to evaluate
how fragile the entanglement is to this injection, proving that large entanglement can still be attained.

In order to analyze the quantumproperties of the system, let usfirstmove again to the basis defined by the
bright and darkmodes, be e= j and d 2e e= j p- . The stochastic amplitudes associated to thesemodes satisfy
the Langevin equations

g a2 cos , 29b b d p b p b(b j b b b b b h t= - - D + ++˙ ˜ ˜ ( ) ( )

g b2 cos , 29b b d p b p b(b j b b b b b h t= - - D + ++ + + + + +˙ ˜ ˜ ( ) ( )

g c2 sin , 29d d b p d p d(b j b b b b b h t= - + D + ++˙ ˜ ˜ ( ) ( )

g d2 sin , 29d d b p d p d(b j b b b b b h t= - + D + ++ + + + + +˙ ˜ ˜ ( ) ( )

where 2p b
2

d
2b s b b= - +˜ ( ) , 2p b

2
d

2b s b b= - ++ + +˜ ( ) , and

a
1

2
e e , 30b

i i *h t h t h t= +j j-( ) [ ( ) ( )] ( )

b
i

2
e e , 30d

i i *h t h t h t= -j j-( ) [ ( ) ( )] ( )

c
1

2
e e , 30b

i i *h t h t h t= +j j+ + - +( ) [ ( ) ( )] ( )

d
i

2
e e , 30d

i i *h t h t h t= - -j j+ + - +( ) [ ( ) ( )] ( )

behave as real independent whiteGaussian noises, that is, defining col , , ,b b d dh t h t h t h t h t= + +( ) [ ( ) ( ) ( ) ( )], we
have

. 31j l jlh t h t d d t tá ¢ ñ = - ¢( ) ( ) ( ) ( )
Next, we expand the amplitudes as I b2b bb = + , I b2b bb = ++ +, bd db = , and bd db =+ +, and

linearize the equations tofirst order in thefluctuations and noises, obtaining the linear system

g Ib b , 32$ hs t= + -˙ ( ) ( )
where b b b bb col , , ,b b d d= + +( ). In appendix A.1we solve this linear problembyfinding the eigensystem
associated to the linear stabilitymatrix $, fromwhichwe can evaluate any noise spectrumwewant.

4.1. Entanglement and squeezing at the locking point
Let us now analyze the entanglement at the locking point. For 1 1 2s< < + D theHopf bifurcation is the
natural locking point, since it is the point withwhich the periodic orbits connect with the stationary solution as
the injection parameter ( is increased (seefigures 2(b), (c)). On the other hand, for 1 2s > + D theHopf
bifurcation ceases to exist, and the periodic orbits connect directly with the upper turning point (seefigure 2(d)).
In both cases, themethod used to solve the linear problem in appendix A.1 shows that optimal noise reduction
appears in the 4ej po polarizationmodes, which is consistent with the fact that the solutions around the locking
point are symmetric in the sense of equation (19). The corresponding noise spectra are found to be

V Y f a; 1 1 , 33out
4 sW = - +j po o( ˆ ) ( ) ( )

V X f I b; 1 2 1 , 33out
4 sW = + + -j po o( ˆ ) ( ) ( )

where

f z
I I z

I z I z

4

2
. 34

2 2 2

2 2 2 2 2 2 2 2 4

s
=

- o D + + W
D - + + - D + W + Wo( ) ( )[( ) ]

( ) ( )
( )

Aswe showbelow, these equations predict squeezing in the Y 4j poˆ quadratures.
Before analyzing in detail the squeezing levels that can be derived from these expressions at the locking

points, it is interesting to understand their connection to entanglement. It is simple to check that the following
relations hold:

x x x a2 , 354 s
4

i
4= +j p

j p j p
+

+ - -( ) ( )

y x x b2 , 354 s
4

i
4= -j p

j p j p
-

+ - -( ) ( )
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y y y c2 , 354 s
4

i
4= +j p

j p j p
+

+ - -( ) ( )

x y y d2 , 354 i
4

s
4= -j p

j p j p
-

- - +( ) ( )

which show that squeezing in the quadratures of the 4ej po modes imply quantum correlations between the
quadratures of signal and idler. Indeed, whenever the condition

V
X X

V
Y Y

2
;

2
; 2, 36out s i out s i

s i s i-
W +

+
W <

j j j j⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

ˆ ˆ ˆ ˆ
( )

is satisfied for some phases sj and ij , it implies that the state of signal and idler is not separable [18, 39, 40],
which in our case is achieved because the quadratures Y 4j poˆ are squeeezed, as we shownext.

Let usfirst point out that equation (33a) predictsmaximum squeezing at zero noise frequency ( 0W = ), both
for theHopf bifurcation and the upper turning point. In the case of theHopf bifurcation, the noise spectra at
zero frequency take the particular form

V Y a1
8 1 3 2 2 1

3 1 3 4
, 37HB

out
4

2 2 2

2 2

s s s
s s

= -
+ + + o D + D

+ + + D
j po

B( ˆ ) ( )[( ) ( ) ( ) ]
[( )( ) ]

( )

V X b
3 4 4 1

1 2
. 37HB

out
4

2 2

2

s s
s

=
+ + D o D -

- o D
j po( ˆ ) ( ) ( )

( )
( )

On the other hand, in the case of the upper turning point the corresponding expressions read

V Y
I I

I
a1

4 1

1
, 38out

4

2 2

2 2 2 2

s s
s

= -
- o D + +
D - + +

j p+ o
+ +

+
( ˆ ) ( )[( ) ( ) ]

[ ( ) ]
( )

V X b. 38out
4 = +¥j p+ o( ˆ ) ( )

Note that all these expressions predict squeezing in the Ŷ quadratures of the 4ej po modes; now, taking into
account that themeanfield value of thesemodes is I4 �b = Îj po¯ , this corresponds to phase-squeezing. In
practical terms, thismeans that, in order to capture the optimal noise reduction, homodyne detectionmust be
performedwith a local oscillator whose phase differs by 2p from the one of the pumpfield.

Infigure 3we show the noise spectrum at zero frequency of these squeezed quadratures Y 4j poˆ evaluated in
the aforementioned critical points as a function of the pump injectionσ, and for three different values of the
detuningΔ. Note that large levels of squeezing are obtained in theHopf bifurcation evenwhenworking up to
44%above threshold ( 1.442s = ).

Let usfinally point out an interesting property of the noise spectra (33) evaluated at theHopf bifurcation. It is
simple to show that, as usual in these type of bifurcations,maximumantisqueezing is found at theHopf
frequency, that is,V X ;out

4 HBw = ¥j po( ˆ ) . However, in contrast tomany other nonlinear quantumoptical
systems,maximum squeezing is not found at theHopf frequency but at zero noise frequency.

Figure 3.Noise spectra at zero frequency for the Ŷ quadrature of the 4ej po modes at theHopf bifurcation (up) and the upper
turning point (down), as a function of the pump parameterσ. Three values ofΔ are considered: 0.2 (solid blue), 0.14 (dashed red), and
0.025 (dotted-dashed yellow), the last one corresponding to the value obtained in [28].
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4.2. Squeezing at the pitchfork bifurcation
Another interesting point is the pitchfork bifurcation inwhich the symmetric solution disappears in favor of
another stationary, asymmetric solution, see figure 2. Aswe already pointed out, in contrast to the injected two-
transverse-modeDOPO [34], we expect perfect squeezing not to appear at this bifurcation, because the
fluctuations of the darkmode are not decoupled from those of the brightmode below the corresponding
threshold.Nevertheless, we prove in this section that large squeezing levels are still attainable.

Thefirst thing to note in this case is that themethodwe use to solve the linearized equations (32) shows that,
at the pitchfork bifurcation, optimal squeezing noise reduction appears in the polarization basis ej y- o

, where

I I I I4 arg i2 2 2 2y p= o - D + - D + - D + - Do { ( )}.While it seems difficult to understand the
physical origin of these phases, we are convinced that it is rooted in the fact that the solution above this
bifurcation is not symmetric anymore in the sense of equations (19). As shown in appendix A.1, in this basis we
get the zero-noise-frequency noise spectra (again, squeezing is optimal at 0W = )

V X
I

a1
1

, 39PB
out

PB s
= -

-
j y- -

( ˆ ) ( )

V Y b, 39PB
out = +¥j y- -

( ˆ ) ( )

V X
I

I
c1

1
, 39PB

out PB

PB
2

s
= -

-
+

j y- +
( ˆ )

( )
( )

V Y
I

d1
1

. 39PB
out PB

2

s
s

= +
-
+

j y- +
( ˆ )

( )
( )

In this case the Ŷ quadrature of the ej y- -
mode is perfectly antisqueezed; its complementary, the X̂ quadrature

of the samemode, is not perfectly squeezed, but it shows very high noise reduction, as shown infigure 4(a). On
the other hand, the ej y- +

polarizationmode shows also noise reduction in its X̂ quadrature, although the
squeezing levels are quitemodest in this case, see figure 4(b).

We can understandmuch better the dependence of these spectra on the parameters by performing
expansions to the leading order in the detuning (note in particular that the one corresponding to the ej y- +

is
independent of the detuning):

V X a
2 1

, 40PB
out

2

s
»

D
+

j y- -
( ˆ )

( )
( )

V X b1
1

2
. 40PB

out
2s

» -
+

j y- +
( ˆ )

( )
( )

Notefinally that, in this polarization basis, the steady-state solution reads I2 cosPB �b y= Îj y- oo
¯ , and

hence, in this case the squeezed quadrature is alignedwith the phase of the classical solution (amplitude

Figure 4.Noise spectra at zero frequency for the X̂ quadrature of the ej y- o polarizationmodes at the pitchfork bifurcation, for the
same values ofΔ as in the previousfigure. Note that themode ej y- - has large amplitude squeezing for any detuning, while themode
ej y- + does not have toomuch squeezing and is basically independent of the detuning.
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squeezing), contrary towhat happens at the locking points. In practical terms, now thismeans that the local
oscillatormust be in phase with the pump to observe optimal noise reduction.

5. Beyond the symmetric case

In order to get analytical insight, in the previous sections we have focused in the case inwhich signal and idler are
detuned symmetrically with respect to the subharmonic injection at frequency 0w . In real experiments, however,
it is extremely challenging tomeet such a symmetric configuration, since it requires unfeasible fine tuning.
Hence, in order for our lockingmethod to be of use, it is important to studywhether our predictions persist
whenworking out of such a symmetric situation, and this is whatwe prove in this section. Themain difficulty
whenworking out of the symmetric configuration is that we do not have an analytic solution and stability
analysis to rely on, and hence, we need to resort to numerical tools. Using these, wewill show though that the
Hopf instability is still present in the asymmetric case, as well as large levels of entanglement between signal and
idler.

Our starting point is again the normalized equations inwhich the pumphas been adiabatically eliminated,
equation (10), but allowing for general signal and idler detuning, which amounts to replaceΔ by sD in
equations (10a) and (10b), and by i-D in equations (10c) and (10d). Thefirst step consists infinding the classical
configuration of the system,what we do numerically in this case. In particular, wefirst check that even in this
asymmetric configuration, the classical version of this equations still possess aHopf bifurcation above threshold
( 1s > ). To this aim, at a given value of the pumpparameterσ, we start from an injection ( large enough so that
the system reaches a stationary solution s,ib̄ , and then decrease the injection gradually until the real part of one of
the eigenvalues of the linear stabilitymatrix gets as close to zero aswe desire, checking that the imaginary part of
the eigenvalue is non-zero. This proves that theHopf instability is still present in this asymmetric case, and,
moreover, we have checked that if we keep decreasing the injection, periodic orbits are found as the asymptotic
solution of the system.Hence, againwe see that above threshold it is required aminimumvalue of the injection
to lock the signal and idler frequencies.

Oncewe have identified theHopf bifurcation, whichwe remind it is the natural locking point of the system,
we compute its quantumproperties by linearizing the Langevin equations, similarly to the symmetric case.
However, in this case wefind the eigensystem of the linear stabilitymatrix numerically for each parameter set. As
explained in detail in appendix A.2, from this eigensystemwe can compute the outputfield’s spectral covariance
matrix in the signal/idler basis, and compute from it the logarithmic negativity quantifying the entanglement
between these twomodes following standardGaussian techniques [17, 18].We provide all the details in
appendix A.2 as well, and herewe just want to compare these levels to the ones obtained in the symmetric case.

We havemade an exhaustive analysis of the logarithmic negativity as a function of the signal and idler
detunings, concluding that the entanglement properties of the systemdepend only on the distance between the
signal and idler resonances, and not on how they are disposedwith respect to the frequency of the subharmonic
injection, which is amost important conclusion for experiments. This is shown infigure 5 for some selected
examples. In particular, we choose some distance between the signal and idler resonances, say 2 0D > , which in
the symmetric casemeans s iD = -D = D, while we choose 2sD = D + D and 2iD = -D + D as a
highly asymmetric example. Infigure 5we then plot the logarithmic negativity as a function ofσ for different
values ofΔ. Remarkably, we can see that, not only the entanglement levels are also high in the asymmetric case,
but they coincidewithin the numerical accuracywith the ones of the symmetric case.

Figure 5. Logarithmic negativity (EN) as a function of the pump parameter s at theHopf bifurcation, which corresponds to the
minimumvalue of the injection ( for which the oscillation frequencies of signal and idler get locked. The solid curves correspond to
the analytical solution that we found for the symmetric casewithin the linearized theory, while themarkers are found numerically for
the asymmetric example detailed in the text. Three values ofΔ have been chosen, coincidingwith the ones in the previousfigures: 0.2
(solid blue, squares), 0.14 (dashed red, triangles) and 0.025 (dashed-dotted yellow, circles).
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6. Conclusion

In this workwe have put forward amethod to obtain exact frequency degeneracy in type IIOPOs, which is based
on the injection of a laser field at half the frequency of the pump laser.We have studied the impact that such
subharmonic injection has on the entanglement generated on the down-converted fields, proving that large
quantum correlations are still present at the locking region.Hence, this technique offers an easily tunable
alternative tomore invasive techniqueswhich require the introduction of additional optical elements in the
cavity. Apart from large levels of entanglement at the locking bifurcation, we have also identified an additional
(static) instability where a high level of amplitude squeezing is obtained.

Let us remark that we have also analyzed the case inwhich the subharmonic injection is not in phase with the
pumpbeam (amplification regime), but is phase-shifted by 2p (attenuation regime),finding similar results
that will be shown elsewhere.

Finally, wefind it relevant to point out the relation of ourwork to the field of synchronization, which has
received a lot of attention lately in the context ofmodern quantum-optical platforms [41–63]. In the regime of
interest to ourwork, synchronization between the signal and idlermodes occurs only at the classical level [64],
but it has a strong influence on howquantumfluctuations are distributed around such synchronized classical
states. An interesting future venuemay consist on studying the limits that quantummechanics impose to signal-
idler synchronization, or considering deeper quantum regimes of the systemwhere signatures of quantum
synchronization could arise.
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Appendix.Manipulating the linearized Langevin equations

Our analysis of the quantumproperties of the down-converted fieldwas based on the linearized Langevin
equations. In this appendixwewill show explicitly howwe have dealt with these equations in order to obtain the
quantities of interest, both in the symmetric and asymmetric cases. Conceptually, the approachwe use is the
same in the symmetric and asymmetric cases: we solve the linear systembymaking use of the eigensystem of the
stabilitymatrix. However, in the symmetric case wewill be able tofind the eigensystem analytically, while in the
asymmetric case only numerically. Let us then start by commenting on some general aspects, and then
particularize to our problems at hand.

In general, the linearized Langevin equations can bewritten in the form

gb b . A.1p$ hb t= +˙ ∣ ¯ ∣ ( ) ( )

In this expression p s ib s b b= -¯ ¯ ¯ , b is a vector containing the quantumfluctuations of the stochastic
amplitudes in the polarization basis that we choose towrite the equations on, $ is the corresponding linear
stabilitymatrix, andwe assume that the components of the noise vector obey the two-time correlators

m n mn+h t h t d t tá ¢ ñ = - ¢( ) ( ) ( ), with + somematrix.
Given this equation, we proceed byfinding the left eigenvectors uj j 1,2,3,4={ } defined by u uj j j$ l=† † or,

equivalently, u uj j j*$ l=† (note that they are defined as column vectors). The corresponding eigenvalues are
denoted by jl . Acting on equation (A.1)with uj

† on the left, and defining the projections c u bj jt t=( ) ( )† , we
obtain

c c g u , A.2j j j jp hl b t= +˙ ∣ ¯ ∣ ( ) ( )†

which has the asymptotic ( Re j
1t l- -� { } j" ) solution

c g ud e , A.3j jp
0

jò ht b t t= ¢
t

l t t- ¢( ) ∣ ¯ ∣ ( ) ( )( ) †
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leading to the asymptotic correlation functions

c c
g u u e

e
A.4j l

j l

j l

2
p l

j

*+
t t

b

l l
t t
t t

á ¢ ñ = -
+

´ ¢ >
¢ <

l t t

l t t

¢-

- ¢

⎧⎨⎩( ) ( )
∣ ¯ ∣

( )
† ( )

( )

and ultimately to the asymptotic spectra

c c
g u u

lim d e
i i

, A.5jl j l
l j

j l

i
2

p *
�

+
ò t t t t

b

l l
W = ¢ á + ¢ ñ =

+ W - Wt

t

l¥ -¥

+¥
- W ¢( ) ( ) ( )

∣ ¯ ∣
( )( )

( )
†

which define amatrix � . The noise spectrum (14) of any quadrature, or evenmore complicated objects such as
the spectral covariancematrix in any polarization basis, can be evaluated bymaking a proper combination of
these spectra, as wewill see shortly.

A.1. Symmetric configuration
In the case of the symmetric configuration, the linearized Langevin equations take the form (32) in the bright/
dark basis, leading to Ipb s= -∣ ¯ ∣ , �+ = , where � is the identitymatrix, and a linear stabilitymatrix $ given
by equation (24). In order to apply the general expressions above in this symmetric configuration, it is
convenient to analyze separately the cases I < D and I > D, since $ becomes singular at I = D.

A.1.1. Eigensystem and noise spectra for I < D. In the I < D case, the eigenvalues read

I a1 i , A.61
2 2l s= - - - D - ( )

I b1 i , A.62
2 2l s= - - + D - ( )

I I c1 2 i , A.63
2 2l s= - + - - D - ( )

I I d1 2 i , A.64
2 2l s= - + - + D - ( )

with corresponding left eigenvectors

au col e , e , e , e , A.71
i 2 i 2 i 2 i 2= - -f f f f- -( ) ( )

bu col e , e , e , e , A.72
i 2 i 2 i 2 i 2= - -f f f f- -( ) ( )

cu col e , e , e , e , A.73
i 2 i 2 i 2 i 2= f f f f- -( ) ( )

du col e , e , e , e , A.74
i 2 i 2 i 2 i 2= f f f f- -( ) ( )

where I Iarg i 2 2f = + D -{ }.
Since the eigenvalues are complex, it is clear that the projections cj cannot be directly proportional to

observable quantities. However, one can easily show that simple combinations of them are indeed proportional
to the quadratures of the 4ej po polarizationmodes:

c c I y a2i 1 , A.81 2 4d+ = + D j p- ( )

c c I y b2 1 , A.81 2 4d- = - - D j p+ ( )

c c I x c2 1 , A.83 4 4d+ = + D j p- ( )
c c I x d2i 1 . A.83 4 4d- = - D j p+ ( )

Hence, we get the noise spectra

V Y
g I

a; 1
2 1

, A.9out
4

11 22 21 12
2

� � � �
W = -

W + W + W + W
+ D

j p-( ˆ ) ( ) ( ) ( ) ( )
( )

( )

V Y
g I

b; 1
2 1

, A.9out
4

11 22 21 12
2

� � � �
W = +

W + W - W - W
- D

j p+( ˆ ) ( ) ( ) ( ) ( )
( )

( )

V X
g I

c; 1
2 1

, A.9out
4

33 44 34 43
2

� � � �
W = +

W + W + W + W
+ D

j p-( ˆ ) ( ) ( ) ( ) ( )
( )

( )

V X
g I

d; 1
2 1

. A.9out
4

33 44 34 43
2

� � � �
W = -

W + W - W - W
- D

j p+( ˆ ) ( ) ( ) ( ) ( )
( )

( )

These spectra have actually fairly simple analytical expressions in terms of the systemparameters, expressions
thatwe gave explicitly in equation (33) in themain text.

A.1.2. Eigensystem and noise spectra for I >D. In the I > D case, defining the functions F I I 02 2= o -D >o ,
the left eigensystemof$ is easily found tobe
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F F au col , , , , A.101 = - D -D+ +( ) ( )
F F bu col , , , , A.102 = - D -D- -( ) ( )

F F cu col , , , , A.103 = D D+ +( ) ( )
F F du col , , , , A.104 = D D- -( ) ( )

with corresponding eigenvalues

I a1 , A.111
2 2l s= - - - - D ( )

I b1 , A.112
2 2l s= - - + - D ( )

I I c1 2 , A.113
2 2l s= - + - - - D ( )

I I d1 2 . A.114
2 2l s= - + - + - D ( )

Let us define the amplitude and phase of F i+ Do as Mo and yo respectively, which can bewritten as

M I I I a2 , A.122 2= o - Do ( ) ( )
b

4
, A.12y

p
y=o B ( )

with I I I Iarg i2 2 2 2y = - D + - D + - D + - D{ ( )}. In this case the eigenvalues are real, and it is
therefore possible tofind a relation between the projections and the quadratures ofmodes with polarization
ej y- o

:

c M y ai , A.131 d= j y+ - +
( )

c M y bi , A.132 d= j y- - -
( )

c M x c, A.133 d= j y+ - +
( )

c M x d, A.134 d= j y- - -
( )

leading to the noise spectra

V Y
g M

I

I
a; 1

2
1

4

1
, A.14out

2 11
2 2 2 2

�
s

s
W = - W = -

-

+ + - D + W
j y-

+
+

( ˆ ) ( ) ( )
( )

( )

V Y
g M

I

I
b; 1

2
1

4

1
, A.14out

2 22
2 2 2 2

�
s

s
W = - W = -

-

+ - - D + W
j y-

-
-

( ˆ ) ( ) ( )
( )

( )

V X
g M

I

I I
c; 1

2
1

4

1 2
, A.14out

2 33
2 2 2 2

�
s

s
W = + W = +
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- + + - D + W
j y-

+
+

( ˆ ) ( ) ( )
( )

( )

V X
g M

I

I I
d; 1

2
1

4

1 2
. A.14out

2 44
2 2 2 2

�
s

s
W = + W = +
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- + - - D + W
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-
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( ˆ ) ( ) ( )
( )

( )

This expressions, particularized to 0W = and the pitchfork bifurcation I IPB= are the ones we gave in
equation (39).

In order to comparewith the I < D case, it is also convenient to analyze the noise spectra in the 4ej po
polarization basis. For this, we now relate thesemode’s quadraturesmodeswith the projections cj. In particular,
it is easy tofind

c

M

c

M I
y a2 1 i , A.151 2

4d+ = +
D

j p
+ -

-⎜ ⎟⎛
⎝

⎞
⎠ ( )

c

M

c

M I
y b2 1 i , A.151 2

4d- = -
D

j p
+ -

+⎜ ⎟⎛
⎝

⎞
⎠ ( )

c

M

c

M I
x c2 1 , A.153 4

4d+ = +
D

j p
+ -

-⎜ ⎟⎛
⎝

⎞
⎠ ( )

c

M

c

M I
x d2 1 . A.153 4

4d- = -
D

j p
+ -

+⎜ ⎟⎛
⎝
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where the identities I2 cos 1y = + D and I2 sin 1y = - D are useful when checking this
relations.Hence, the noise spectrumof the corresponding quadratures can bewritten as
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It is again easy to check that, in terms of the systemparameters, these combinations read as given in
equation (33), and hence they coincide with the expressions found in the I > D case. Thismeans that, even
though the eigensystems are very different in the I > D and I < D cases, and furthermore thematrix $ cannot
be diagonalized in the I = D limit, thismathematical pathologyis not present in the physical observables. This
is indeed characteristic of detuned nonlinear quantum-optical cavities.

A.2. Asymmetric configuration
In the case of the asymmetric configuration, wework in the signal/idler basis, wherewefind the classical
solution s,ib̄ numerically as explained in the text for each choice of parameters. In this case, we then have

b b b bb col , , ,s s i i= + +( ),

0

0

0

0

, A.17
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s i i

*
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*
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with 1 is,i s,i i,s
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with argp pj b= { ¯ }.Wefind the eigensystem of $ numerically for each choice of the systemparameters.
We can characterize the quantum state of the outputfield by the spectral covariancematrix. Collecting the

normalized stochastic quadratures of signal and idler in a vector x y x yr , , ,s s i i= ( ), this can be evaluated as

g

2
d e , A.19

2
i�. %ò t tW = + t

-¥

+¥
- W( ) ( ) ( )

where the elements of the normally-ordered two-time correlationmatrix% are given by

r r r r
lim

2
. A.20jl

j l l j% t
d t d t t d t d t t

=
á ¢ - ¢ + ¢ - ¢ ñ

t ¢l¥
( ) ( ) ( ) ( ) ( ) ( )

At the end of this sectionwe explain how this two-mode covariancematrix allows for a characterization of the
entanglement between the signal and idlermodes. But before that, let us showhowwe can compute it from the
solution thatwe found for the linearized problem, in particular from the spectral correlationmatrix � W( ) of the
projections. Note that the relation between the quadraturefluctuations rd and the quantum fluctuations b can
bewritten inmatrix form as r b*d t t=( ) ( )with

1 1
i i

1 1
i i

, A.21* =
-

Å
-( ) ( ) ( )

while defining the vector of projections c c c cc col , , ,1 2 3 4= ( ) and thematrix of left-eigenvectors
u u u ucol , , ,1 2 3 4- = ( )† † † † , we canwrite b c1-t t= -( ) ( ). Hence, we see that we canwrite the quadrature-vector in

terms of the projection-vector as r c1*-d t t= -( ) ( ), leading to

g

1
. A.22T T T

2
1 1�. *- � � - *W = + W + W- -( ) [ ( ) ( )] ( )

Let us remark that this expression can be efficiently evaluated numerically oncewe have identified the classical
stationary solution at theHopf bifurcation, s,ib̄ , fromwhichwe derive the linear stabilitymatrix $, its
eigensystem, and from it 1-- aswell as the spectral correlationmatrix � W( ). In the followingwe take 0W = as
this is the value of the noise frequency that leads to the largest levels of entanglement in the symmetric case.

Having the covariancematrix, we are now ready to analyze the entanglement between the signal and idler
modes. In order to be numerically efficient, we choose to quantify the entanglement between these twomodes
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via the logarithmic negativity, which is an entanglementmonotone, albeit not a propermeasure [18]. Since by
construction, the linearized approach generates a Gaussian state for the system, the logarithmic negativity can be
easily computed from the two-mode spectral covariancematrix by following standard techniques, see for
example [17, 18]. In particular, defining the partially-transposed spectral covariancematrix

A C
C B

0 , A.23
T

. 2. 2= º ⎜ ⎟⎛
⎝

⎞
⎠˜ ( ) ( )

where diag 1, 1, 1, 12 = -( ), the logarithmic negativity takes the expression

E
log 1

0 1
, A.24

j

j j

j
N .å

n n
n

= -
<

=o

⎧⎨⎩
˜ ˜

˜ ( )

where no˜ are the symplectic eigenvalues associated to .̃ , which can be found from

4 det

2
, A.252

2 .
n =

D o D -
o˜

˜ ˜ ˜
( )

with A B Cdet det 2 detD = + +˜ .
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